Critical Wisdom


CRITICAL WISDOM:
Hints to Help Live a Successful and Worthwhile Life 
1.
Introduction  --  Navigating Life’s Problems …
This is a book about problems and some basic hints on how best to cope with them.  But let’s make it clear from the outset: there are no guarantees.  There is no recipe or algorithm that we can give such that, if you follow it, it will make it a “sure thing” that you will solve all your problems and live an earthly life that is happy and worthwhile.  Even the best attempts at problem solving can be undermined by “bad luck.”  Bad luck aside, however, we think that if you follow the hints we give here, you will have a “better shot” at solving problems and living a life that you yourself consider to be happy and worthwhile.  We’ll say more about this below, but, for now, back to “problems.”
We all have problems.  Some are faced by every living thing: getting enough nourishment, adjusting to surroundings, keeping physically intact …  Such problems are problems of living.  They are universal in that they are faced by all earthly organisms.  Moreover, coping with such problems is of utmost importance.  Indeed, if organisms are unable to cope with problems of living, they go out of existence.
But problems of living bring others in their wake -- at least they do for higher organisms such as ourselves, who can think, feel and desire.  We humans (and likely other “higher” animals as well) have both cognitive & feeling capacities that allow us to:

  (i)
 desire such things as food and shelter;

 (ii)
reason and make judgments about the actions we perform  aimed at fulfilling those desires;

(iii)
feel content (happy, sad …) when those desires are (or are not) fulfilled. 
In turn, these cognitive & feeling capacities allow us to experience “new problems.”  We desire food, but must discover what things are good to eat.  We want shelter and safe haven but must learn how to find it.  Thus, humans (and higher animals) face problems of action, problems of figuring out how to act in a manner that will allow them to fulfill their respective desires.  More generally, we might say that coping with problems of action entails coping with the problems of discerning what there is and figuring out how to use what we discover to fulfill our desires.
But, for humans at least, things are even more complex.  I not only desire that hot, new Harley, but I reflect on why I desire it and whether I should spend money to buy it or save to pay my rent.  I don’t want to be bothered recycling my cans and bottles but when I think about it I see that I should desire it since I also desire that my descendants will be able to enjoy a bountiful Earth.  I not only think about what I see on the TV screen but also I think about whether my desire to watch was a free choice or whether the advertisers had produced programming that tapped into my feelings/emotions in a way that I found too difficult to ignore.

We complicated humans deal not only with problems of living and action but also we face problems of reflection – the problems generated when humans employ their capacity to reflect back on various aspects of themselves including their desires, their applications of reasoning, their judgments,  the actions they perform and feelings they experience.  Nor is it the case that, for humans, it is clear in all cases where the line is to be drawn between problems of action and problems of reflection.  Perhaps human action is so bound up with reflection that we cannot separate the two.  That is, perhaps for humans we should speak of problems of action-reflection and, for our purposes, this does in fact seem best, 
So here is a brief cataloging of the hierarchy of kinds of problems faced by earthly organisms in general and humans in particular.  In what follows, however, since we are mainly concerned with human problem solving, we will look most closely at our human responses to these problem kinds.  How do we humans cope?  What are the principles of successful coping?

Again, unfortunately there is no “magic formula.”  Successful (and unsuccessful) ways of coping with problems of living/ action-reflection are as many and various as the people who employ them.  Moreover, the question of what counts as “successful coping” is a difficult one for which there is no agreed upon response.  Nor will our own answer, though we think it illuminating, prove thoroughly satisfactory.

What is our answer?  We think that, in general, successful coping with life’s problems is coping that is most likely to promote the living of a worthwhile life.  But of course this begs the question, “What counts as the living of a worthwhile life?”  To shed light on this, however, requires that we more fully explain what we call Critical Wisdom – a combination of thinking, desiring, feeling and judging that is both logically coherent and wise.  Our contention is that if “the living of a worthwhile life” is one’s goal, then practicing critical wisdom gives one the best chance of achieving that goal.  That is, a “rule of thumb” that one should follow if one hopes to live a worthwhile life is, “live in accord with the principles of critical wisdom.”
In what follows then, we lay out these principles of critical wisdom.  In Part I we look at the “critical thinking” aspect of critical wisdom and briefly outline some principles that are traditionally associated with “good thinking” along with some common mistakes that lead to “bad thinking.”  We move in Part II to a discussion of features of what we take to be wise reasoning/judging/action /feeling that we believe are bound up with problem solving that is “good in the fullest sense.”   We conclude in Part III with a return to the discussion of the nature of a worthwhile life and how such a life is most likely attained by one who lives in accord with the principles of critical wisdom.
2.
Critical Thinking  --  What Is It?
2.1
Introduction  --  Critical Thinking

Thinking critically about what to believe or what action to take simply amounts to trying to make sure that this belief or action is a good belief or action.  Of course, we can have long debates about what exactly constitutes a ‘good’ belief or action, but at this point we’ll just use our common sense: the belief that I can run a mile in 2 minutes is not a good belief, and jumping off a cliff without a parachute is not a good action.

2.2
The Process of Critical Thinking  –  Generation and Evaluation


Critical thinking generally involves two complementary processes. On the one hand, critical thinking involves trying to come up with as many potential beliefs or actions as possible. On the other hand, critical thinking involves rigorous evaluation of these potential ideas and actions and, where appropriate, elimination of the bad ones. 

A good critical thinker will go back and forth between these two processes. For example, after evaluation of a first batch of suggestions, the critical thinker may find that none of the suggested alternatives work, and will have to go back to the drawing board. Other times a suggestion looks promising, but it is found that certain refinements or small alterations are in order. But even if it looks like the best answer or course of action is found, a good critical thinker will still try and make sure that this answer is really the best answer by continued exploration and evaluation of other ideas. Thus, through a back and forth process of generation and evaluation, hopefully our beliefs and actions will improve.

2.3
Critical Thinking  –  Striking the Right Balance

So far, the process of critical thinking sounds pretty straightforward.  However, many people have difficulty in striking the right balance between the two fundamental processes of generation and evaluation. On the one hand, the process of generating alternative choices in beliefs or actions requires one to have an open mind, but many people have a hard time in doing so. Indeed, given the fact that in many cases we already have prior beliefs regarding some issue, or are engaged in set courses of action, it can be hard to come up with alternatives, let alone consider that some of these alternatives may actually be better than what’s in place now.  On the other hand, there are also people who have trouble rejecting alternatives: to them, any alternatives is as good as any other, and they have difficulties in figuring out that certain options may really be better than others.  A good critical thinker will have an open mind, but, as someone once said, not such an open mind that their brain is going to fall out!

2.4
Critical Thinking  –  Some Common Myths
There are two common and related myths about the notions of ‘having an open mind’ and ‘being a critical thinker’.  Some people declare to have an open mind simply due to the very fact that their beliefs or courses of action deviate from the norm. However, that fact by itself has nothing to do with having an open mind. If such people would have a hard time considering the possibility that their own beliefs are false, then they are in fact not open-minded at all.  Open-mindedness is therefore not at all about what you belief or do, but rather about your attitudes regarding those beliefs and actions.

In a similar vein, to some people, being ‘critical’ entails rejection. Indeed, we often call a person a critical person to express the fact that they are negative, cynical, and nay-sayers. However, in our context, being ‘critical’ simply means taking a close look at certain beliefs or actions and seeing if they make any sense. As such, the end result may well be that we decide that the belief or action under consideration was indeed a good one. Being critical off beliefs or actions therefore does not mean automatic rejection.

A helpful analogy here is to think of a car inspection. When you bring your car in for the annual inspection, the car inspector will take a critical look at your car and see if there is anything wrong with it. But, clearly, this does not mean that there is anything wrong with your car. Indeed, at the end of the day, the car inspector may well declare your car to be in tip-top shape. Similarly, critical thinkers are belief and action inspectors, and at the end of the day, they may declare one of three things: the belief or action is good, the belief or action is bad, or it is at this point too hard to tell whether the belief or action is good.  This third outcome is actually an important outcome to remember. To many people, beliefs or actions should either be accepted or rejected. However, good critical thinkers know that sometimes the appropriate judgment is to suspend judgment until additional reasons or information become available.  To continue the car inspection analogy though, let us also point out that everyone is annoyed when the car inspector finds a problem with the car. However, we should realize that this is a good thing: if the problem would have remained undetected, bad things could have happened. So yes, having the fix the problem is uncomfortable in the short run, but in the long run we should be happy that the problem was found. Similarly, if the process of critical thinking points out a problem with our beliefs or courses of action, we will be temporarily annoyed with having to deal with this (which may be one reason why being ‘critical’ gets such bad connotations), but ultimately we should be pleased with the outcome so that things can be improved.  And finally, sometimes people do not see the point of critical thinking when one’s beliefs or actions are not effected by it. But again the car inspection analogy is helpful. Yes, if the car inspector declares your car to be in tip-top shape, then effectively nothing has changed. However, you should feel more comfortable with and confident about your car now. And so it is with your beliefs and actions: it is much better to have beliefs and actions supported by a critical investigation, then to just be lucky and stumble on those very answers.

2.5
Critical Thinking  –  Why is it so hard? 

Critical thinking is a powerful tool that can help improve your beliefs and courses of action and, consequently, your life in general.  So, why is it that so many people don’t engage in critical thinking? Why is it that many colleges and universities put ‘critical thinking’ on top of their list of ‘study objectives’, acknowledging that critical thinking is both important and not practices enough? This section will try and provide some reasons why people do not engage in critical thinking to the extent that they probably should.

First, there is simply the psychological difficulty of thinking critically: As the people around us (family, church, government, culture, etc) keep saying the same things, we become almost ‘brain-washed’ to think those very thoughts, and it’s hard to break such a psychological/neurological/habitual hold. Psychologists call this ‘institutionalized thinking’, and it is indeed a big obstacle to critical thinking.

Second, we often have little or no incentive to think critically: We don’t see the use in thinking critically about something, because we (consciously or unconsciously) gauge the potential pay-off of doing so as being small or, more importantly, smaller than doing something else instead. There can be many possible reasons for this: 

1. We’re just too tired or too lazy to think critically and see more use in taking a nap or playing a video game. 

2. We simply don’t have the time to think critically about everything and anything, and even if we would devote what time we have for critical thinking, nothing would get done in terms of getting some bread on the table. 

3. We feel that our critical thinking efforts are likely not going to be very successful, either because 

a. we find (or at least perceive) critical thinking hard, or 

b. we feel that we lack the necessary background information to make an informed analysis and evaluation. 

4. We feel that the issue at hand is an issue that has little to no practical bearing on our lives, e.g the issue is perceived as 

a. trivial (shall I wear my blue or red socks today?), 

b. too metaphysical/philosophical (are blue socks better than red socks?)

c. completely unrelated to our lives (should Bram wear blue or red socks?). 

5. We feel that it is unlikely that we are going to change our beliefs we already have on the issue at hand, mainly because we feel our beliefs are perfectly fine, and that’s mainly because we feel they have worked perfectly fine for us so far. 

Third, we have many incentives not to think critically: Again, there are many (conscious and unconscious) ways in which this fleshes out: 

1. Many beliefs, just by their content, bring us much comfort and hope. Thus, we simply like certain beliefs to be true, such as that we are a good and responsible person or that there is life after death. 

2. Since our daily actions and decisions are based on our beliefs, changing those beliefs means having to change our daily routines: we don’t like to deal with that.

3. Society looks up at strong willed and consistent people: people that act as if they know what they are doing are often put in a leadership position, and with that come all kinds of advantages. So many people consider it important for our social status to remain consistent and committed to our beliefs. Notice that this also explains why: 

a. we hate to find out and admit that we’re wrong, or even might be wrong, 

b. we hate uncertainty (as we like to think for ourselves that we know what we’re doing and that we have good answers: we rather have a false sense of certainty than a correct sense of uncertainty), and 

c. we hate to find out that we have done things in the past based on false, or even possibly false beliefs (the commitment to the belief has become an investment, and we hate to lose that). 

4. We hate to challenge those institutions (family, church, government, culture, etc.) we share our beliefs with, as we fear of possibly alienating ourselves from them, and they are an important support group to us. 

5. We identify ourselves with our beliefs (and with the institutions we share our beliefs with), and fear to lose our identity: criticizing our own beliefs is like criticizing ourselves as a person. 


2.6
Critical Thinking  --  Should We Do It?
Notice that many of the reasons as to why we don’t think critically about many issues are in fact perfectly prudent reasons to not do so: some issues really don’t have any bearing on our or anyone else’s lives, if we’re tired we probably should get some rest rather than contemplate, the fact that we’re alive and kicking means that we are getting something right as far as our beliefs and reasoning skills go (of course, there is a problem of credit assignment here: we have lots of beliefs, so even if we do well, which beliefs are to credit for this (if any)? Our tendency is to credit all of our beliefs, and that is most likely a mistake), constantly thinking critically about anything and everything indeed doesn’t get anything done, and if certain beliefs bring us comfort, hope, identity, and in general keep us going, then by all means stick to the belief rather than throwing yourself, and possibly others, into psychological and social turmoil, which may be even worse!

However, let us also notice that it is still true that we don’t think critically about many of our beliefs. That is, it is not an appropriate response to say “But I don’t have the time to think about everything and anything!” in response to the claim that we don’t think critically about many of our beliefs. Such a response is what is called a red herring, as it changes the issue from whether or not we think critically to the issue of whether or not we should think critically. More to the point, it is certainly not true that the prudent reasons listed above not to think critically at all times means that we’re off the hook and that there isn’t any improvement possible as far as our beliefs go.

And finally, let us notice that we would all like to think that we are good critical thinkers; that our beliefs are well thought out, that our arguments are sound, and that we do keep an open mind. But this is just a consequence of the wishful thinking mentioned earlier: we mainly think this is so because we would like this to be so. Indeed, probably the most important obstacle to thinking more critically is to admit that we can all use some improvement as far as critical thinking goes!

Here, then, is the argument for thinking more critically than we do: Our actions are based on our beliefs. Moreover, the more implausible our beliefs, the more likely the actions based on those beliefs are going to hurt us and, more importantly, hurt others. And finally, our beliefs aren’t as good or as supported as we think they are. It is therefore not only in our interest, but also our civic duty, to think more critically. And, as some of the rest of this section on critical thinking will show that there are a good number quick and simple tools that you can use to detect implausible beliefs, improper actions, sloppy reasoning, and stave off narrow-mindedness.

Part of critical wisdom is to take the tools of critical thinking and to develop a feeling of when and where it would be fruitful to use these tools.

3.
Arguments  --  What Are They?

3.1
Arguments  --  Premises and Conclusions
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Problems of living/action-reflection often involve our everyday human attempts to fulfill desires.  

We confront problems like this every day and most often we do a good job of coping.  Perhaps we decide to have the pizza delivered or we might try to borrow money from a friend or we might even decide to forego the pizza and save our money for the “more highly desired” concert this weekend.   But typically, whatever course of action we take, we have reasons for taking just that action.  Either explicitly or (more likely) implicitly, we construct and follow a pattern of reasoning that embodies both our reasons and the action we choose along with the claim that the action is somehow implied by or follows from or is inferable from or is the best choice given the reasons we offer.

More formally, we call this an argument.  No this is not the kind of argument that one has with one’s parents or boy/girlfriend.  Rather this kind of argument is a pattern of reasoning that consists of premises along with a conclusion that we claim to be inferable from them.
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The statements above the line we call the premises of the argument and we often draw a line to separate the premises from the conclusion we draw from them.  Arguments can have any number of premises and when reading a passage containing an argument, one can often recognize the premises or conclusion by words such as ‘because’, ‘therefore, ‘since’, ‘for’, ‘so’, ‘it follows that’, etc. (Can you see which word indicates what kind of claim? Can you think of some other indicator words or phrases?)

We say that if this is a “good argument,” then the conclusion is “supported by” the premises.  That is, in a “good argument” the truth of the premises provides good support for the truth of the conclusion.
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Moreover, we use arguments to help us to understand how best to fulfill our desires in the course of dealing with the problems we encounter in everyday life.  But just like most things, arguments can be good or bad.  Can we say more about what features distinguish good arguments from bad?

3.2
Arguments  --  Arguments and Persuasion

What makes an argument a good argument?  One possible answer is to say that an argument is good if it is persuasive.  However, good arguments and persuasive arguments are not always the same.  Think for example of a smooth-talking salesperson who persuades you to buy something that you really don’t need.  The salesperson probably listed several reasons why you should buy the product, and thus gave an argument that, apparently, was persuasive enough for you to agree with the conclusion: You should buy this product!  However, the argument may not have been very good at all.  Indeed, maybe you were taken more by the million-dollar smile or by wishful thinking than by any solid reasoning. A persuasive argument therefore is not necessarily a good argument.


It is also true that not all good arguments are persuasive. Think of a long and complicated argument regarding a topic you do not know very much about. In that case, the argument may be very good, but you are still not persuaded. In sum, good arguments and persuasive arguments are not the same thing.


The difference between good arguments and persuasive arguments is very much mirrored by the two kinds of ‘arguments’ as mentioned earlier. That is, we often see ‘arguments’ as some kind of ‘fight’ between two people or parties, with one side trying to ‘win’ the argument.  This kind of argument is very much linked to persuasion: the goal is to convince the other side to do or believe something, whether or not this is the right thing to do or believe and, more importantly, whether or not this is based on good reasoning, or, for that matter, on any reasoning at all. On the other hand, ‘arguments’ that we, as critically wise persons, want to promote are attempts to do the right thing or get at the truth.  Indeed, a critically wise person is open to the possibility that his or her prior beliefs on the subject may be mistaken, which means that it is not important to defend those beliefs, but rather to update them if needed.  Someone once said: “Arguments are to people as what lampposts are for drunks: they are used for support rather than illumination”.  As critically wise persons, we should make sure that we are not like the drunk.

3.3
 Arguments  --  Arguments and Conclusions
At this point, one might be tempted to say that a good argument is one that gets one to do or believe the right or true thing.  In short, an argument would be good if the conclusion is correct. But that isn’t right either, as it is possible that one could, as a result of a bad argument, come to the right conclusion nevertheless. For example, while “Because I said so” is really not a good (though notice: quite persuasive!) argument that parents hoist on their children in order for them to do something, the end result may well be what is in the child’s best interest.


Similarly, arguments with incorrect conclusions aren’t necessarily bad arguments either.  For example, it is possible that all the evidence in some criminal investigation may point to someone as the culprit, even as this person was not the culprit at all. In sum, good arguments and arguments with true conclusions are not the same thing.

3.4
Arguments  --  Criteria of Good Arguments
If not persuasion or truth of the conclusion, then what makes an argument a good argument?  Well, let us play a bit with another very simple pizza argument and see what could go wrong there.  In fact, let us change the argument a little bit:

I should not get pepperoni on my pizza, because the last time I got mushrooms on my pizza I got very sick.

The problem with this argument is obvious: the premise is irrelevant to the conclusion or, more to the point, does not support the conclusion. Yes, I got sick when having mushrooms on my pizza, but that does not mean that pepperoni on my pizza is bad. Thus, the first criterion of a good argument is that the premises actually support the conclusion.


One may wonder if in this example one can even speak of premises and conclusion. Indeed, if there is no logical connection between the two statements, then why should one statement be considered the premise and the other the conclusion? However, as the example demonstrates, while there is no logical connection, there is still a clear suggestion of there being one, as indicated by the word ‘because’.


For the second criterion of good arguments, let us change the example yet again:

I should not get pepperoni on my pizza, because the last time I got pepperoni on my pizza the world exploded.

Notice that this argument passes the first criterion: if the world indeed exploded as a result of getting pepperoni on my pizza, then maybe I should be careful in getting pepperoni again. Thus, the premise does seem to lend support the conclusion.  However, it is clear that the world did not explode: I’m still here, right?  The problem with this argument is therefore that the premise is simply not true.  Thus, a good argument starts with true, or at least plausible, premises.


These first two criteria of good arguments are the main criteria of arguments. Indeed, while there are many types of arguments, each having their own additional criteria specific to their type, these two criteria always need to be satisfied: they are universal to all arguments.  However, many arguments also need to satisfy a third criterion. To see this, let us point out something about the pizza that the reader may have noted him or herself already: was it really because of the pepperoni that I became sick last time, or was that just a coincidence? Maybe I also had 6 glasses of coke, a dozen hot wings, and 2 pints of Ben and Jerry’s on that fateful day I ate the pepperoni pizza! Indeed, had we known that, we may not have been as impressed with the original pizza argument. The third criterion of a good argument is therefore that all relevant information as it pertains to the conclusion is included in the argument, insofar as one is aware of this information of course.


With a little stretching and squinting, one can see these three criteria captured by the well known phrase ‘the truth, the whole truth, and nothing but the truth’.  In here, ‘the truth’ corresponds to the second criterion: we want to base our argument on what is true. ‘The whole truth’ corresponds to the third criterion: we should be as complete and inclusive as possible. And finally, ‘nothing but the truth’ could be seen (ok, some serious squinting here!) as the first criterion: we don’t want anything that is irrelevant.

3.5
Arguments  --  Criticizing Arguments

Given that arguments are so central in coming to decisions, a critically wise person would do well to make sure that an argument satisfies the criteria of good arguments before accepting its conclusion. Indeed, the proper way to criticize or object to an argument is to point out that the argument has failed one or more of these criteria.  This is important to remember, as many people will instead attack arguments by attacking its conclusion, and while this makes a certain amount of intuitive sense (it’s all about the conclusion, right?), we saw earlier that a good argument is not the same as an argument with a true conclusion.  In fact, for a more dramatic illustration as to why you should not try to object to an argument by objecting to its conclusion, consider the following.

Suppose that you are a theist, and your atheist friend has just produced an argument against the existence of God. How should you attack your friend’s argument? Somewhat surprisingly, you can’t attack the argument by attacking its conclusion. That is, you may be convinced that God exists, and you may even produce your own argument for the existence of God, but that does nothing to refute your friend’s argument. To see this, notice that even if you come up with your own arguments for the existence of God, you are still left with your friend’s argument against the existence of God. In fact, now we have obtained the rather uncomfortable situation that there is an argument for the existence of God as well as an argument against the existence of God. And there is no reason to prefer the one argument over the other. 

In fact, even if you are able to prove that God exists, then you may know that there should be something wrong with your friend’s argument, but you still haven’t shown what is wrong with the argument. And so you are still left with a problem, for if you can’t point out a problem with your friend’s argument, then you should accept its conclusion as well. Indeed, your friend may be equally convinced that his or her argument is proof as well. Again, a third party would not be able to prefer the one argument over the other.

The only way to refute an argument is therefore to show a flaw in the reasoning behind the conclusion. Thus, you should show that either the premises don’t support the conclusion, or that at least one of its premises is false, or that some crucial piece of information has been omitted. However, we should also point out that successfully attacking an argument does not mean that its conclusion is false. In sum, attacking an argument and attacking the conclusion of that argument are two completely different things!

4.
Deductive Reasoning  --  Good and Bad
4.1
Deductive Reasoning  --  Validity and Soundness

Now that we know something about arguments, we will look at a very narrow variety of arguments that are notable for their seemingly “precise nature.”  Deductive arguments are examples of a kind of reasoning that purports to be conclusive reasoning.  If we have a deductive argument that has both “good form” and “true content,” then we have an argument such that the truth of the premises guarantees the truth of the conclusion.  Here is a simple one:
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We can represent this argument as follows”:

Note that, as the argument states, if it is true that all mammals are warm blooded creatures and it is likewise true that all dogs are mammals, then it must be true that all dogs are warm blooded.  In some sense we might say that “the truth” of the conclusion is “contained in”” the truth” of the premises.  Moreover, since it is in fact true (or so we believe) that “all mammals are warm blooded” and “all dogs are mammals,” it must be in fact true that “all dogs are warm blooded.”


It is important to see that there are two notions at work here: an “if--then” or “hypothetical notion” and a straightforward “factual” or “truth notion.”  If it is true that “mammals are warm blooded” and “dogs are mammals,” then it must be true that “dogs are warm blooded.”  This is the hypothetical claim: if one set of claims  --  the premises  --   are true, then so is the other  --  the conclusion.  But this “hypothetical claim” does not make the straightforward claim that either premises or conclusion is true.  If we do make the “hypothetical claim,” however, and in addition claim that the premises are in fact true, this gives us license to claim that the conclusion is also in fact true.


In illustration of this distinction between “hypothetical” and “factual,” consider the following argument and diagram.
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Here, as with our first argument, if it is true that “all reptiles are warm blooded” and “all fish are reptiles,” then it must be true that “all fish are warm blooded.”  Again, there is a sense in which all of the logical information expressed by the premises includes the logical information expressed by the conclusion (the truth of the premises contains the truth of the conclusion).  The particular “if--then” structure of the argument guarantees this.  When a deductive argument has such a structure we say that it is valid. 
Both our “dog” and “fish” arguments are valid and indeed they are instances of the very same valid argument form.  Here it is:
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Here ‘S’, ‘P’, and ‘M’ function as kinds of “variables” that can take on different “values” in particular arguments.  In accord with a long tradition, we use ‘S’ to refer to the “subject term” of the conclusion, ‘P’ to refer to the “predicate term of the conclusion” and ‘M’ to refer to the “middle term” that appears in each of the premises.  We say more about this in section 4.2. 
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Returning to our “dog” (4.1-a-b) and “fish” (4.1-c-d) arguments, clearly one of these arguments is “better” than the other and this is because it not only has a “good if--then structure,” but also it has premises that are “factual.”  That is, the premises of our “dog” argument are in fact true rather than false and thus we say it is not only valid but also sound.

So we have outlined two important notions of what counts as a “good deductive argument.”  “Validity” has to do with the “form,” or “if--then structure” of the argument.  If the structure guarantees that “if the premises are true, then the conclusion must be true,” then the argument is valid.  If in addition to having such a “valid structure” an argument has all true premises, then the argument is sound.  Thus, “soundness” has to do with both “structure” and “content” and sound arguments are deductive arguments of the “highest quality.”

But of course deductive arguments can fail to be valid and thus likewise fail to be sound.  Consider the following:
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If, as the diagram depicts, it is true that both mammals and dogs are “warm blooded,” this by itself does not allow us to infer that it must be true that “all dogs are mammals.”  We know that they are but the “structure of the argument” does not guarantee this.  This is an invalid argument since it is not an argument of such a form that the truth of the premises guarantees the truth of the conclusion.  Note too that despite the fact that all of the premises as well as the conclusion of this argument are in fact true, because the argument is invalid, it is also unsound.  Sound deductive arguments are ones where true conclusions are conclusively inferable from true premises.  If either “guaranteed inferability” or “true premises” is lacking, then the argument is unsound.

4.2
Deductive Logic  --  Aristotle’s Square


Over 2000 years ago the Greek philosopher Aristotle wrote a series of works, known collectively as the Organon, in which he laid the foundations for all of what we currently understand as reasoning or logic.  In particular, Aristotle’s account of deductive logic continues to be employed today.  What follows in this section and the next is a brief exposition of some of the useful highlights that have grown from Aristotle’s account.


We begin with what has come to be called “Aristotle’s Square of Opposition.”  The “Square,” depicted below, illustrates some of the “truth-relations” that Aristotle found to hold among various kinds of statements.  The four primary kinds of statements he considers were later given the “nicknames” of ‘A’, ‘E’, ‘I’, and ‘O’ and as a group have come to be called categorical statement-kinds.

Each of these statement-kinds points to a relation between two particular kinds or classes of things, an “S” or subject-kind and a “P” or predicate kind.  Moreover, each statement kind is said to have a quantity and a quality.   Quantity is said to be either universal or particular.  A and E statement-kinds are said to be universal in quantity in that they say something about “all members of a kind or class.”  I and O statement-kinds are particular in quantity since they aim to say something merely about “some (at least one) member of a kind or class.”  A and I statement-kinds are affirmative in quality since they say something “positive” while  E and O statement-kinds are negative in quality since they “deny” something.  (Indeed, the nicknames ‘A’, ‘I’, ‘E’, and ‘O’ were taken from the first two vowels of each of the two Latin terms ‘affirmo’ and ‘nego’.)    Thus we can identify each statement-kind in terms of its quantity and quality as follows: A = universal affirmative; E = universal negative; I = particular affirmative; O = particular negative.


Here is Aristotle’s Square of Opposition:



Working with only the four statement-kinds A, E, I, and O, Aristotle identifies some important “truth-relations” existing between the statement-kinds.  If it is true that All S is P (All salamanders are pink), then it must be false that No S is P (No salamanders are pink).  However, if it is false that All S is P, then we cannot determine the truth of No S is P.  (That is, if we have some salamanders slithering around on the table and it’s false that “all of them are pink,” we can’t tell from this alone whether none of them are pink or whether some are and some aren’t.)  Thus, while statements of kind A and E can’t be true together, they can be false together.  This is what we call the contrary relation.  “Contraries” can’t both be true but they can both be false.


Statements of kinds A and O as well as statements of kinds E and I are contradictories.  They must have “opposite truth values.”  Thus if it is true that “some salamanders on the table are pink,” then it must be false that “none of them are pink” and if there are salamanders slithering on the table and it is false that “some of them are pink,” then it must be true that “none of them are pink.”  Analogous claims hold true for statements of kinds A and O.


The relationship of implication holds between Aristotelian statements of kind A and corresponding statements of kind I and implication also holds between corresponding E and I statements.  If there are salamanders on the table and it is true that “all of them are pink,” then it must be true that “some (at least one) of them are pink.”  Similarly, if a survey of the salamanders reveals that “none of them are pink,” that is, E is true, then it must likewise be true that O, “some of them are not pink.”  Implication, however, is a “one-way relation.”  While the truth of A statements imply the truth of corresponding I statements, the truth of I statements does not imply the truth of A statements.  That is, the fact that some salamanders on the table are pink does not imply that all of them are.  Likewise for O and E statements.


Interestingly, however, we learn from Aristotle’s Square that if I statements are false, then corresponding A statements must also be false.  Similarly for O and E statements.  We can prove this using the Square as follows:

1.  If I is false, then E must be true  --  Why?  They are contradictories.

2.  But if E is true, then A must be false  --  Why?  E and A are contraries.

--------------------------------------------------------------------------------

3.  If I is false, then A is false. 


Finally, we point to the sub-contrary relation that holds between statements of kind I and O.  Here Aristotle identifies the fact that if there are salamanders on our table, then while it is easy to see how it can be true that both some are pink (I), and some are not (O), it is impossible that both of these statements are false.  Thus, while statements of kinds I and O can be true together, they cannot be false together.  This is the sub-contrary relation.


It is worth noting some additional truth-relations between the four statement kinds that do not appear on the Square.  But, in order to identify them, we must first understand the distinction between a kind or class and its complement.  Straightforwardly, we say that the class S of salamanders includes all of the salamanders that exist.  The complement of S is the class non-S or S (we say “S-bar”).  S is the class that includes everything in the World that is not a salamander.  (This includes you, me, the Atlantic Ocean, the door knob on your bedroom … everything that is not a salamander.)


Given this understanding of a class and its complement, we can perform certain operations on categorical statements (A, E, I and O) and look to see what truth-relations the “changed statements” bear to the originals.  We begin with the operation obversion.  To obtain the obverse of a given categorical statement, we:

1. Change the quality of the given statement to its opposite (affirmative to negative or negative to affirmative);

2. Substitute for the term in the 2nd position (“P” or “predicate position”) its complement.

So, for example:

A quick inspection shows that each categorical statement is logically equivalent to its obverse.  That is, if the statement is true, then so is its obverse and if the statement is false its obverse is false as well.  Thus, logically equivalent statements have the same truth value and performing the operation of obversion on a categorical statement (A, E, I, or O) yields a logically equivalent statement.


A second important operation is conversion.  To obtain the converse of a given categorical statement, we merely switch the terms that are in the 1st or subject position with those in the 2nd or predicate position.  Thus:

Are any of these categorical statements logically equivalent to their respective converse statements?  Clearly it does not follow that if it is true that all salamanders are pink, then it is also true that all pink things are salamanders!  It is easy for us to imagine a world where not only all of the salamanders are pink but there are many other pink things (roses, flamingoes …) as well.  We can quickly see that conversion fails to yield logically equivalent statements when performed on A and O statements.  (Think for yourself about the conversion of the above O statement and why it need not have the same truth value as its converse.)


But conversion does yield logically equivalent statements when performed on E and I statements.  From a logical standpoint it makes no difference whether we say that “No salamanders are pink” or whether we say that “No pink things are salamanders.”  Similarly, “Some salamanders are pink” is logically equivalent to “Some pink things are salamanders.”  So we say “conversion works for E and I” but “conversion fails for A and O.”


Finally, one more useful operation that we can perform on categorical statements, contraposition.  To obtain the contrapositive of a given categorical statement, we:

1. Switch the terms in the subject and predicate positions;

2. Substitute for each its complement.

While this is not as easy to figure out as the converse and obverse relations above, it turns out that the contraposition operation when performed on A and O statements does in fact yield logically equivalent expressions.  It fails, however, when performed on E and I statements.


To sum up, Aristotle’s Square and his further investigations of truth-relations that hold between various categorical statements provide important starting points for constructing systems of deductive reasoning that allow us to test the validity of certain kinds of deductive arguments.  However, it is important to see that in this section we have already been discussing various forms of valid deductive arguments.  When we say, for example, that an A statement is logically equivalent to its contrapositive, part of what we are claiming is that the following is a valid argument:




All S is P



----------------------



All non-P is non-S

But there is much more to be said about valid reasoning based on Aristotle’s Square and to a brief account of what has come to be called Aristotelian Syllogistic Logic, we now turn.

4.3
Deductive Reasoning  --  Aristotle’s Syllogistic Logic

Consider a simple argument:

Based on Aristotle’s work, this is an example of what today we call a Standard Form Categorical Syllogism.  This needs some explaining.


First, the above argument is a syllogism.  This means simply that it is an argument with two premises and a conclusion.  Second, it is a categorical syllogism.  As such it is a syllogism that employs only categorical statements  --  A, E, I, and O kinds of statements from Aristotle’s Square.  Finally, it has standard form.  That is, it is a categorical syllogism that:

Surprisingly, perhaps, it turns out that this definition allows us to identify exactly 256 varieties of standard form categorical syllogism many of which continue to be among the most commonly employed arguments today.

We identify these 256 syllogistic forms in terms of what we call mood and figure.  First, a SFCS (standard-form categorical syllogism) has a mood that is nothing more than a listing from top to bottom of the kinds of categorical statements that compose the argument.  In our example above, each premise as well as the conclusion of the argument is an A-type categorical statement.  Thus the mood of this argument is AAA.  But in addition to mood, SFCSs can also differ as regards the arrangements of the terms in the argument.  There are four possible 
arrangements or figures.

If we look at our example 4.3-a we see that it is figure 1.  Thus we say that the above argument is an AAA-1 standard form categorical syllogism.  Each SFCS has four possible kinds of categorical statement (A, E, I, or O) that can occur in each premise or conclusion and in addition it has a figure.  Thus, there are 4 x 4 x 4 x 4 = 256 possible varieties of SFCS.

Let’s look at another of the 256 varieties of SFCSs, an OAO-3.

Here the first premise of the argument (containing the P or predicate term of the conclusion) is an O statement, the second premise is an A statement and the conclusion is again an O statement.  Hence, the mood of the argument is OAO.  If we look at the arrangement of the M or middle terms we see that the figure of the argument is figure 3 or 3rd figure.  Thus, this argument has the form of an OAO-3 SFCS.

But while Aristotle’s work provides a basis for distinguishing certain common varieties  of syllogistic arguments, none of this by itself helps us to determine whether these arguments are “good arguments.”  That is, how do we know which of these 256 syllogistic forms will be the forms of valid arguments and which ones won’t?

If we had been studying Aristotelian logic in Europe 1000 years ago, the next step in our instruction would be to learn a Latin poem that listed all of the valid argument forms from the 256.  Just for fun, here is the first line of the poem: “Barbara, Celarent, Darii, Ferioque prioris.”  What we have here are a series of Latin names that were chosen so that the first three vowels of each name spelled out the mood of a valid first figure (“prioris”) argument  --  AAA-1, EAE-1, AII-1, EIO-1.  Through intuition, inspection and argument, Aristotle and his followers found which of the 256 argument forms were valid forms and students merely took their word for it and learned the poem.  (In some respects, not too different from what students are often asked to do today!)

But let’s try to determine the validity of these kinds of arguments in a more intuitive fashion by using diagrams.   Consider first how we might try to diagram the logical information in simple categorical statements.


For A statements, everything that is in S is also in P.  For E statements, there is no overlap between S and P.  I statements say that there is some x that is found in both of S and P while O statements say that there is some x to be found in S that is not in P.

Diagrams for SFCSs, however, are more complicated since there are three terms that must be considered.  We will begin all of our SFCS diagrams with a rectangle to symbolize the M or middle term.  Given this, let’s consider “Barbara,” an AAA-1, probably the most common valid form of SFCS.

Looking back at EX. 4.3-a, we begin our diagram by drawing a rectangle to symbolize the M-kind or class “My favorite things.”  Next we look at the first premise of the argument which says that “All of My favorite things are Pink” (All M is P).  To symbolize this we circumscribe the M rectangle with the P circle.  Next, we diagram our second premise “All salamanders are among My favorite things” (All S is M) by placing the S circle inside of the M rectangle.  Thus we have diagramed both of our premises and our diagram is complete.


But now comes an inspection of the diagram in accord with the “key principle” on which this process for determining the validity of arguments depends.  Here is the “key principle:”

Given this, after diagramming the premises of an argument as above, if the argument is valid, we should expect to see the conclusion already diagrammed.  The conclusion of the argument under consideration is “All Salamanders are Pink.”  Is this categorical statement already diagrammed?  Yes, the “S-circle” is inside of the “P-circle” in our diagram and thus this AAA-1 SFCS, and, indeed, any argument having the AAA-1 form, is a valid argument. 


Here is a diagram we might give for the invalid AAA-2 argument expressed in EX. 4.1-f.

The first premise is “All mammals are warm blooded” (All P is M), and thus we inscribe the P circle in the M rectangle.  For the second premise, “All dogs are mammals” (All S is M) we must do the same for the S circle but the difficulty is we have no information about how the S and P kinds are related.  Hence we assume as little as possible.  That is, we assume they are wholly distinct and thus No S is P.  Given that we have diagrammed the premises, we now look to see whether the conclusion is satisfied.  The conclusion, “All dogs are mammals” (All S is P), is not already depicted in the diagram and hence this AAA-2 SFCS is invalid.  (And again, any SFCS having this form is invalid.)


We conclude this section with one more diagram based on the OAO-3 SFCS from EX. 4.3-d.

We know that to diagram our first premise, “Some of My favorite things are not Pink” (Some M is not P), we must put an x in the M rectangle that is not in the P circle.  The problem is again that we do not know how to situate the P circle in the diagram.  Again our solution is to suppose that the M rectangle and the P circle have nothing in common, they are wholly distinct.  To diagram the second premise, “All of My favorite things are Salamanders” (All M is S) we circumscribe the M rectangle with the S circle.  We now look to see whether our conclusion is satisfied and, yes, there is depicted in the diagram something that is an S but not a P and hence our argument is valid.


There are many discussions of more complete and comprehensive accounts of diagramming techniques for determining the validity of SFCSs.  For our purposes it is enough to see that this is possible and that validity can most often be ascertained in a reasonably intuitive fashion.  In the next two sections we look at a different variety of deductive reasoning along with some new techniques for determining validity.
4.4
Deductive Reasoning  --  Sentence Connectives and Truth Tables


The logic that grows from Aristotle’s work is a deductive logic that is based on the relations that hold between kinds or classes.  But in the generations that followed Aristotle, there appeared a kind of deductive logic that was formulated not in terms of classes but rather in terms of the relations between sentences (‘propositions’ was the technical term).  Eventually, through the work of nineteenth century logicians G. Frege, C. S. Peirce, and others, this sentential logic developed into our contemporary symbolic logic.  But while contemporary symbolic logic can be quite complicated, the essence of sentential logic is not, and, indeed, sentential logic retains a practical usefulness that is at least equal to its Aristotelian cousin.  We lay the groundwork for sentential logic in this section and complete our short introduction in the next.


What is this essence of sentential logic?  Simply it is the fact that most all natural languages (English, Chinese, Swahili, etc.) either explicitly or implicitly have special sentence connectives  --  words/techniques for joining sentences together  --  that are truth-functional.  And, truth-functional sentence connectives are those that allow us to calculate the truth values of the new “complex sentence” that is produced based on the truth values of the simpler sentences on which the truth-functional sentence connectives operate (join).

Sounds complicated but some examples should help.  Consider two “simple sentences:”



p:
SpongeBob is here.



q:
Sandy Cheeks is here.

Now suppose it is true that “SpongeBob is here” and suppose it is also true that “Sandy Cheeks is here.”  Given this, what is the truth value of the complex sentence “SpongeBob is here and Sandy Cheeks is here”?  Obviously it is true.  We understand that for any sentences ‘P’ and ‘Q’, if ‘P’ is true and ‘Q’ is true, then it is likewise true that ‘P and Q’.  Moreover, we also understand that if either ‘P’ is false or ‘Q’ is false, then the complex sentence ‘P and Q’ is also false.  We can chart this feature of the truth-functional sentence connective ‘and’ in the following truth table:

On the left hand side of the truth table we have listed the possible combinations of “truth and falsity” that ‘P’ and ‘Q’ can take on.  On the first line of the truth table, both ‘P’ and ‘Q’ are true, on the second ‘P’ is true and ‘Q’ false, on the third ‘P’ is false and ‘Q’ true and on the fourth line both are false.)  The complex sentence form ‘P and Q’ is true only on the first line of the truth table.  On lines 2, 3, and 4, ‘P and Q’ is false.


It is traditional in sentential logic to identify five truth functional sentence connectives. 

Here are the truth tables for each of these five connectives.

Following the truth table for ‘P and Q’ we come to ‘Not P’ or, to state its longer version, ‘It is not the case that P’.  In this case the “sentence connective” ‘Not’ operates on just one sentence and it reverses the truth value of the sentence on which it operates.  The truth table for ‘P or Q’ captures the ordinary language notion of “one or the other or both.”  We can capture the “exclusive or” that says “one or the other but not both,” with the complex sentence ‘(P or Q) and (Not (P and Q))’.


We stated above that sentential logic is based on the fact that natural languages have truth-functional sentence connectives.  So far, the match-up between “ordinary language” and the truth tables has been reasonably straightforward.  Not so, however, for the sentence connective “If __, then __.”  “Yes,” if we consider the first two lines of the truth table (line one, when ‘P’ and ‘Q’ are both true and line two, when ‘P’ is true and ‘Q’ is false), it does seem to agree with our common sense understanding of “If P, then Q.”  However, lines three and four are a puzzle.  In ordinary language, we are not quite sure what to say when the “if-part” of the “if __, then __” is false.  But in order to avoid gaps in our truth tables we interpret “If P, then Q” as expressing the claim “It is not the case that both P is true and Q is false.  Thus we claim that the truth table for “If P, then Q” is identical to the following:

For example, when we say that “If SpongeBob is here, then Sandy Cheeks is here,” we claim that this is equivalent to saying that “It is not the case that both SpongeBob is here and Sandy Cheeks isn’t.”

The final truth-functional sentence connective that is traditionally discussed is the less often employed “if and only if.”  We interpret this as saying “If P, then Q AND If Q, then P.”  The upshot of this is that if we join simpler sentences by means of the connective “if and only if,” the resulting complex sentence will be true whenever the two simpler sentences have the same truth value and it will be false when they do not.

4.5
Deductive Reasoning  --  Sentential Logic


Thus far we have introduced the foundations of sentential logic but we have yet to show how we can employ these foundations to test for the validity of arguments.  In this section we remedy this lack and in the process look at some of the most common forms of valid arguments expressed in terms of sentential logic.

We begin with what is probably “the” most common valid argument form expressed in ordinary language, modus ponens (the “mode of putting” the truth of the first part (antecedent) of the “if __, then __”).  Here is an oft’ used example: If it is raining, then the streets are wet.  It is raining.  Therefore, the streets are wet.  If we make “sentence assignments” as follows:


p:
It is raining.


q:
The streets are wet.

then we can symbolize this argument as:




If p, then q




p




-------------




      q


Most people will intuitively conclude that this is a valid argument.  That is, they “see” that this is an argument of such a form that if the premises are true, then the conclusion must be true.  Now, however, we can employ the truth tables discussed in the previous section to “prove” that this is in fact a valid argument.  Here is the proof:

We give the truth tables of each of the premises, “If P, then Q’, and ‘P’ and we follow this by giving the truth table of ‘Q’.  Note that when we give the truth tables of ‘P’ and ‘Q’, we are merely repeating the initial assignments of truth and falsity to ‘P’ and ‘Q’ that we employ to generate truth tables. 


We are now in a position to judge whether the argument we have symbolized is valid.  First, remember that in sentential logic we employ truth-functional sentence connectives that allow us to calculate the truth values that complex sentences take on based on the truth values of their simpler-sentence-parts.  Because we consider all possible combinations that the “simpler parts” can take on, this in turn allows us to give a complete accounting of the truth values of the truth-functionally-connected complex sentences in which they participate.  Thus, by giving truth tables of the premises and conclusion of an argument in sentential logic, we can look to see whether there is any initial assignment of truth/falsity that makes each of the premises of the argument true and the conclusion false.  IF THERE ARE NO ASSIGNMENTS THAT MAKE EACH OF THE PREMISES TRUE AND THE CONCLUSION FALSE, THEN (since we have considered all of the possibilities) THE ARGUMENT IS TRUTH-FUNCTIONALLY VALID.  For modus ponens, since there is no assignment of truth values to ‘P’ and ‘Q’ (no line on the truth table) that makes the premises ‘If P, then Q’ and ‘P’ both true, and the conclusion ‘Q’ false, we have shown that this is a valid argument form and that any particular argument that has this form is valid.


Compare this with an intuitively invalid argument: If it is raining, then the streets are wet.  The streets are wet.  Therefore, it is raining.  In symbols:




If p, then q




q




-------------




      p

With a bit of thought we see that it is possible that both premises of this argument are true and yet the conclusion is false.  (The streets may become wet because of a leaky hydrant.)  Hence, the argument is invalid.  Here is the proof.

Inspection reveals that in the list of initial assignments to ‘P’ and ‘Q’, when ‘P’ is false and ‘Q’ is true (third line of the truth table), each of the premises of the argument is true while the conclusion is false.  THIS IS IMPOSSIBLE FOR A VALID ARGUMENT and hence this argument is invalid.  (Indeed, we say that this argument commits the logical fallacy of “affirming the consequent” (consequent  --  second or “then-part” of the “If __, then __”).


We conclude this section with a brief catalogue of some of the most common valid argument forms (in addition to modus ponens) that we employ in our ordinary, everyday reasoning.  We leave it to the interested reader to employ truth table techniques to prove that these argument forms are valid.


Modus tollens (the “mode of taking” away the truth of the “then-part” of the “if __, then __”): If it is raining, then the streets are wet.  The streets aren’t wet.  Therefore, it’s not raining.

 


If p, then q




Not q




-------------




     Not p


Hypothetical Syllogism.  Note that arguments often contain more than two simple sentences and this entails that there are more combinations of truth and falsity that must be considered in a truth table representation of the argument.  (For three simple sentences, eight combinations of truth/falsity; four simple sentences, sixteen combinations; N simple sentences, 2N combinations.)  Here is an example of a hypothetical syllogism: If SpongeBob is here, then Sandy Cheeks is here.  If Sandy Cheeks is here, then Squidward is here.  Therefore, if SpongeBob is here, then Squidward is here.




If p, then q




If q, then r




-------------




If p, then r


Disjunctive Syllogism.  Either SpongeBob is here or Sandy Cheeks is here.  Sandy Cheeks isn’t here.  Therefore, SpongeBob is here.




p or q




Not q




-------------




      p


Dilemma.  SpongeBob is here or Squidward is here.  If SpongeBob is here, then Sandy Cheeks is here.  If Squidward is here, then Patrick Starfish is here.  Therefore, either Sandy Cheeks is here or Patrick Starfish is here.




p or q




If p, then r




If q, then s




-------------




r or s


Reductio ad absurdum.  This is a kind of valid deductive argument that sounds unusual but is actually quite common.  We often argue as follows:  “If what you say is true, then something “completely nutso” follows.  Therefore, what you say must be false.”  In formal logic, the “most nutso” claim one might make is a “self contradictory statement,” a statement that must be false.  In sentential logic, the most common form of such a statement is “P and not P.”  Thus the sentential logic version of reductio ad absurdum might look like this.




p

If p, then (q and not q)




q and not q




-------------




    Not p

Note that in sentential (formal) logic, “anything and everything” follows from a contradiction.  This is because if there is a self contradictory statement among the premises, then it will always be impossible for “all the premises to be true and the conclusion false.”  And this is because it will always be impossible for there to be “all true premises.”

4.6
Deductive Reasoning  --  Summing Up


In this Chapter we have looked at a form of reasoning employed in problem solving that has been the subject of research for well over two thousand years.  Deductive reasoning is notable for its seeming precise and conclusive nature as well as the simple techniques we have developed to distinguish good deductive reasoning from bad.  It is rare, however, that deductive reasoning by itself can solve any of our problems of action/reflection.  More help is needed and to an account of another kind of reasoning we now turn.

5.
Inductive Reasoning  --  Good and Bad
5.1
Inductive Reasoning – Semmelweis’s Quandry: Deduction is Not Enough

Try to imagine a time and place before we understood that “microscopic entities” (bacteria, viruses, etc.) could cause disease.  Vienna in 1847 was such a place.  Of course, even then medical doctors believed that various illnesses might have “natural causes.”  They understood that throughout history epidemics had been observed to spread from town to town as if the disease was somehow carried by earth, air or water.  That is, they spoke of “epidemic influences” as “atmospheric-cosmic-terrestrial changes, as yet not precisely defined, that often extend over whole countrysides.”  Consider the following precis of the autobiographical account of nineteenth century physician Dr. Ignaz Semmelweis in his The Etiology, Concept, and Prophylaxis of Childbed Fever.

Semmelweis was bewildered.  It had been seven years since the 1840 decree that separated male students studying to be obstetricians from female students studying to be midwives at his large Vienna maternity hospital.  During this time the male students took care of women about to give birth in the First Clinic while female students took care of women in the Second Clinic.  Unfortunately, many women (and newborns as well) died at both clinics from an illness called “childbed (puerperal) fever.”  But the per capita incidence of death from childbed fever in the First Clinic was more than three times as great as in the Second Clinic.  Why the difference?

Semmelweis tried to think of everything he could that might explain things.  First, however, he discounted “epidemic causes” since there was no reason to suppose that such “atmospheric-cosmic-terrestrial changes” would affect one clinic more than the other.  Indeed, there was a lower incidence of childbed fever among those women who delivered on the streets of Vienna than in either the First or Second Clinic.  Given this, how could the cause be “epidemic?”

No, Semmelweis decided, the cause could not be “epidemic,” rather it must be “endemic” to the hospital or its surroundings.  But what?  Could the cause be overcrowding?  No.  The Second Clinic was much more crowded than the First and, indeed, crowding had increased in the Second Clinic over the past seven years as word had spread concerning the many deaths that occurred in the First Clinic.  Poor ventilation?  No, it was the same in both clinics.  Could it be the “rough handling” of the women by the Male medical students, as one government appointed commission suggested?  This too seemed wrong.  Semmelweis could find little difference between the manners in which examinations were conducted in the two clinics.  Moreover, the “roughness of examinations” could not compare with the trauma of the birthing process itself.

There were some differences in technique between the clinics.  In the First, women gave birth lying on their backs.  In the Second on their sides.  Semmelweis changed the technique of birthing in the First Clinic to mirror that of the Second.  It had no effect.

Was the cause of the differences psychological?  The priest who administered to the dead had direct access to the Second Clinic  --  he could enter and leave with little disturbance.  To get to the First Clinic, however, the Priest had to walk through five rooms preceded by an attendant ringing a bell and this understandably caused great anxiety for First Clinic patients.  Semmelweis arranged with the Priest to come to the First Clinic by a stealthier route without the ringing of bells.  But again this had no effect.  [To be continued.]    


As we saw in Chapter 4, the study of the structure and quality of deductive reasoning has had a long history and over the centuries many techniques have been developed for representing and testing the validity of deductive arguments.  It is unusual, however, when deductive reasoning by itself can solve any of our problems of living/action & reflection.  As suggested by the above, at the beginning of his inquiry Semmelweis has no idea about what might be the solution to the problem that he and his patients face.  Thus it is impossible that he give a deductive argument in support of a solution.  Instead, Semmelweis must engage in a process of inquiry to find both a solution as well as reasons for why his solution is a good one.  This requires a kind of reasoning that is quite different from the deductive reasoning thus far examined.  This non-deductive reasoning, or, as it has been traditionally called, inductive reasoning, is the subject of the present chapter.

5.2
Inductive Reasoning – Strength and Worthiness
What is inductive reasoning?  Here is a simple example:


(Just for the record, Angel Falls is located in southeastern Venezuela and is the highest waterfall in the World having an uninterrupted drop of over 800 meters.)


Is this a good argument?  I think that most people would agree that it is.  But look at how we might symbolize this argument.



EX. 5.2-b
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The diagram indicates many individual instances of people jumping off Angel Falls and in each instance the person breaks his or her neck.  But unlike valid deductive arguments, the logical information contained in the premises of the above argument does not include the information contained in the conclusion.  Indeed, in this case the claim made by the conclusion contains those made by the premises and goes beyond them.  This is the hallmark of inductive reasoning.  The truth of the premises of a good inductive argument does not guarantee the truth of its conclusion but the truth of the premises does make the truth of that conclusion very likely.  Thus, inductive reasoning is by its nature inconclusive.  The premises of a good inductive argument give appropriately strong support to their conclusion yet it remains possible that if the premises are true, the conclusion may still be false.  If the premises are in fact true, however, we think that this provides strong support for the claim that the conclusion is also true.


In a manner analogous to deductive arguments we may talk of both the hypothetical (if  --  then) structure of the argument and its factual or truth content.  As regards the “if  --  then” structure, inductive arguments can be evidentially adequate or evidentially inadequate.  If we consider a diminished version of EX. 5.2-a, in which we were told merely that “Joe jumped off Angel Falls and broke his neck” and we had no other information concerning Angel Falls and the results of people jumping off, the conclusion that “all persons who jump off Angel Falls will break their necks,” seems “inadequately based” since it is based on too little evidence.  We might say of such an argument that it is a generalization based on too few instances.  However, if we were to continue to add evidence, for example, that other jumpers have suffered similar fates or evidence concerning the nature of Angel Falls and the fragile nature of human beings, at some point our conclusion achieves “adequate support” and we say that our inductive argument is (evidentially) adequate.  On the other hand, analogous to deductive invalidity, in an inadequate inductive argument, if the premises are true, it does not render it likely that the conclusion is true.  Only an (evidentially) adequate inductive argument can do this.


But we must be careful here.  Even if we formulated an argument with 1740 premises as in EX. 5.2-a, this would not allow us to say that if the premises are all true it renders likely a conclusion that “the moon is made of green cheese!”  Evidence for a conclusion must be not only quantitatively adequate but also qualitatively adequate.  That is, good inductive arguments must be both evidentially adequate and cogent.  If an inductive argument is either non-cogent or evidentially inadequate, it is not an argument such that if the premises are true, the conclusion is likely true.  To mark this, we say that such inductive arguments are weak.  On the other hand, if an inductive argument is both evidentially adequate and cogent, then we say it is strong.  Thus, analogous to the deductive notion of validity, a strong inductive argument is an argument such that if the premises are true, the conclusion is likely true.


What should we say about strong inductive arguments where the premises are in fact true?  Analogous to the notion of a sound deductive argument, we will say that a strong inductive argument with all true premises is a worthy inductive argument.  Unlike deductive soundness, however, a worthy inductive argument does not guarantee the truth of its conclusion  --  it merely renders it likely.


To summarize,


5.3
Inductive Reasoning – Enumerative, Eliminative and Abductive

Unsurprisingly, some inductive arguments are more complex than others.  Our “Angel Falls argument” (EX. 5.2-a) is an example of simple, enumerative induction.  Here we generalize over a number of individual instances that are similar in relevant respects and based on those relevant similarities, we draw a general conclusion regarding instances of just that kind.  Along with his discussion of deductive reasoning, in his Topics, Aristotle makes reference to such cases of enumerative induction.

[W]e must distinguish how many species there are of dialectical arguments.  There is on the one hand Induction [epagoge], on the other Reasoning [syllogismos].  …  Induction is a passage from individuals to universals, e. g. the argument that supposing the skilled pilot is the most effective, and likewise the skilled charioteer, then in general the skilled man is the best at his particular task.  (105 a. 10-16)

Aristotle goes on to draw some comparisons between inductive reasoning [epagoge] and deductive reasoning [syllogismos] that continue to be relevant.

Induction is the more convincing and clear: it is more readily learnt by the use of the senses, and is applicable generally to the mass of men, though [deductive] Reasoning is more forcible and effective against contradictious people.

As Aristotle suggests, those intellectual endeavors that rely most heavily on the five senses to obtain information are likewise most heavily invested in inductive reasoning.  Indeed, both the natural and social sciences seem particularly dependent on inductive accounts.  On the other hand, some intellectual pursuits that seem less bound by sensory stimuli  --  pure mathematics is the usual example  --  often depend primarily on deductive reasoning.


Some commentators on Aristotle have argued that Aristotle’s account of induction as merely “enumerative” does not go far enough.  Early in the 17th century, Francis Bacon argued that good inductive arguments must include not only cases that directly support the general conclusion but also cases that rule out some other conclusion.  This seems particularly relevant for cases of inductive reasoning that purport to draw conclusions about the “cause of something.”  So, for example, if we take EX. 5.2-a to establish the claim that jumping off Angel Falls causes one to break his or her neck, then Bacon would claim that we should also list instances where people do not jump off and do not break their necks.  This may seem silly in this case but Bacon’s variety of eliminative induction does seem relevant in other kinds of cases.  If I claim on the basis of many positive instances that “smoking causes cancer” it seems that I must also be able to show that “cancer is not likely to occur if I don’t smoke.”  Thus “positive instances” by themselves may not prove evidentially adequate to establish causal connection.  (We will return to this point in section 5.4 in our discussion of Mill’s Methods.)

Indeed, some inductive arguments seem far removed from our “Angel Falls” example of simple enumerative induction.  In illustration of this, let’s continue with our story of “Dr. Semmelweis’s bewilderment.”

What was behind these different rates of childbed fever in the First and Second clinics?  Semmelweis was at a loss.  After returning from a much needed rest in Venice he was saddened to learn that his colleague Professor Kolletschka had died while he was away.  Remarkably, it would be the manner of Kolletschka’s death that would provide an important clue in Semmelweis’s ongoing attempts to explain the etiology of childbed fever.


Kolletschka’s case history was as follows: Kolletschka often conducted autopsies for legal purposes and often he would be accompanied by the medical students from the First clinic.  A few days before he died, he was conducting such an autopsy when a student accidentally pricked Kolletschka’s finger with a scalpel that had been used in the autopsy.  Within 36 hours Kolletschka became very ill and, to the amazement of Semmelweis, the reports of the progression of his symptoms/phases of his disease mirrored perfectly the symptoms of childbed fever.


Semmelweis had the clue that he needed.  Kolletschka’s “childbed fever” was caused by some kind of “cadaverous particles” that were introduced into his bloodstream by the scalpel used in the autopsy.  Might there be a similar explanation for the greater rate of childbed fever in the First clinic?  Yes.  Semmelweis was well aware that, as part of their training, the medical students would often participate in an autopsy and then proceed to the First clinic where they would conduct examinations of the women about to give birth.  Semmelweis concluded that this often lead to the transfer of cadaverous particles on the hands of the medical students to the patients of the First clinic often resulting in childbed fever.


To stop this from occurring (and to test his hypothesis), Semmelweis ordered that all medical examinations were to be preceded by handwashing with chlorina liquida (and later chlorinated lime.)  Very quickly, the rate of childbed fever in the First clinic dropped to a level similar to that in the Second.


In this sophisticated example of largely inductive reasoning we see Dr. Semmelweis going beyond either enumerative or eliminative induction and practicing what the American philosopher C. S, Peirce called abduction.  Sometimes referred to as inference to the best explanation, abductive reasoning is probably the most commonly employed variety of inductive reasoning but it is also the least understood.  In examining the passage above we are likely to agree that Semmelweis’s reasoning was “on the right track,” but why?  What is an “inference to the best explanation” and how do we know when we have achieved a “best explanation?”


In attempting to answer these questions it is important to remember that abduction is a kind of inductive reasoning.  As such, a good abductive argument must be strong, that is, evidentially adequate and cogent.  This suggests that if we are to understand what counts as an inference to the best explanation we must come to understand what counts as “good evidence” and what doesn’t.  This is difficult.  We do know, however, that when it comes to “evidence” it is not the case that “anything goes.”  Peirce understood this as we can see from the following (slightly modified) passage:

[I]f there be nothing to guide us to the discovery; if we have to hunt among all the events in the world without any scent; if, for instance, [Kolletschka’s contraction of childbed fever] might equally be supposed to depend upon the configuration of the planets, on what was going on at the antipodes, or on anything else  --  then the discovery would have no chance of ever being made. (W3:317)


What Peirce implies in this passage is that our understanding of what counts as evidence is bound up with our ordinary, commonsense understanding of how our world works.  That is, we do not think that what went on at the South Pole this morning could count as evidence for why I decided to walk to work.  On the other hand, the fact that it was a beautiful Spring Day might well enter into the best explanation of my perambulations.   


But even if we accept that as regards “good evidence” it is not the case that “anything goes,” we are still left with the difficult question of what makes some “good evidence” better than other “good evidence.”  It is at this point that we must retreat to heuristics  --  “rules of thumb.”  What follows then is a very general statement of the close relationship that exists between “better evidence” and “good abductive reasoning.”

Clearly, much more work needs to be done here if we are to capture this elusive notion of “inference to the best explanation.”  At present, abduction remains a kind of thing such that “we recognize it when we see it” but about which we can give no definitive analysis.

6.
Writing and Speaking   --  Some Practical Hints

6.1
Writing and Speaking  --  Focus is Key: Communicate Clearly What You Want Us to Believe and Give Good Reasons Why You Think We Should Believe It

No doubt there have already been many occasions in your life where you have attempted to convince others that your view or course of action aimed at solving certain problems was best.  Moreover, it is likely that most of those efforts involved attempts on your part to give good reasons for your view.  (Though, in your younger days, “temper tantrums” often convinced your caregivers to go along with “your view” without any attempt on your part to “give good reasons!”)  In grade school, perhaps, you attempted to convince your parents that you should be allowed to stay up later.  High school might have found you trying to give good reasons why your parents should buy you a new car.  As an adult, the sky’s the limit  --  For whom should you vote on American Idol?  Why should I recycle?  Hi there!  Here are some reasons why you should go out with me.  --  In a kind of natural, commonsense way, you are already very adept at putting forth arguments.

But now that you have a basic understanding of the structure of good arguments  --  premises-conclusions, validity and soundness, strength and worthiness  --  perhaps this can help you to do a better job of convincing others by means of “good reasoning.”  We think this is in fact the case and in this chapter we will look more carefully at some techniques you might employ to enhance your ability to convince others by giving good arguments.
We begin with what you should now recognize as a schema that you might employ for thinking about what you would otherwise do more or less naturally when you wish to convince someone to hold a certain view.

HINT 1.  Ask yourself, “What conclusion do I want them to believe?”  (“And/or what action do I want them to perform.”)


HINT 2.  Ask yourself, “What premises will I give that will appropriately support that conclusion?” (“Support that call to action …”)

Thus far you have learned that the arguments you construct might be deductive, inductive or both.  If an argument is deductive, then your likely aim will be to produce an argument that is not only valid but also sound.  If your argument is inductive, you will aim to make it both strong and worthy.  In either case you will try to present your argument in such a way that it is understandable for your audience.  Try to keep your terms simple.  Remember, it is often the case that you have been thinking about your argument for a lot longer than your audience.  So, in general, ask yourself:

HINT 3.  Given my audience, how can I best present this argument so that it is likely to be understood?

But arguments are not always simple.  Sometimes we give connected chains of arguments.  Here is a simple example.  We might give a deductive argument that since all of our employees are well paid and Mary is one of our employees, therefore it follows that Mary is well paid.  Someone might object, however, that one of the premises of our argument is false  --  it is false that all of our employees are well paid.  At this point if we are to convince our audience that our original argument is sound, we must give further arguments to show that in fact all of our employees are well paid.  This might involve such things as providing evidence of the salaries of our employees and comparing their rates of pay to those holding like jobs.  In this case we would be supporting one of the premises of our initial argument with a second argument.  Obviously, this objection/refutation process might continue and the resulting “chains of arguments” become quite complex.  At any rate, one should always be prepared to support the premises of one’s arguments with further arguments.

HINT 4.  Be ready to defend the premises of your argument with further arguments.

We will have more to say about these first four features that one should consider when constructing arguments in the sections which follow.

6.2
Writing and Speaking  -- Imagine and Consider Views Other than Your Own


Suppose you have put together a very strong argument for your view.  You believe that watching too much television and playing video games has been the primary cause of a decline in physical fitness among grade school children over the last ten years.  That is, on the basis of empirical data that you or others have collected, you argue that:

1.  It is a fact that grade school children are now less physically fit (on average) than they were 10 years ago.  (Available empirical data support this.)

2.  It is a fact that grade school children now spend more time watching/playing TV and video games than 10 years ago.  (Available empirical data support this.)

3.   It is a fact that grade school children now spend less time (on average) engaging in strenuous physical activity than 10 years ago.  (Available empirical data support this.)

4.  It is a fact that there is a strong negative correlation between time spent by grade school children watching/playing TV and video games and time spent engaging in strenuous physical activity.  (Available empirical data support this.)

5.  It is a fact that (on average) whenever grade school children spend less time engaging in physical activity, then they are (on average) less physically fit.  (Available empirical data support this.)

-------------------------------------------------------------------------------------------------

6.  The primary cause of the decrease in physical fitness among grade school children is the increased time spent watching/playing TV and video games.

You should note that the above argument is best seen as abductive.  You have given what you take to be the “best explanation” of why physical fitness among grade school children has declined over the last decade.  That is, you believe that the extant evidence supports the view that more time spent watching/playing video games among grade school children has led to less time being available for physical activity and thus led to a decrease in physical fitness.


But not everyone agrees.  Another prominent argument points to the increasing consumption of fast-food with its high fat content as the culprit behind decreasing physical fitness.  Such an argument might proceed as follows:

1.  It is a fact that grade school children are now less physically fit (on average) than they were 10 years ago.  (Available empirical data support this.)

2.  It is a fact that the diets of grade school children (on average) are significantly higher in fat than 10 years ago.  (Available empirical data support this.)

3.  It is a fact that diets of grade school children (on average) consist of significantly higher percentages of fast food/processed food than 10 years ago.  (Available empirical data support this.)

4.  It is a fact that a diets consisting of a significantly higher percentage of fast food/processed food are significantly higher in fat.  (Available empirical data support this.)

5.  It is a fact that there are significantly more overweight grade school children than there were 10 years ago.  (Available empirical data support this.)

6.  It is a fact that there is a strong positive correlation between grade school children having diets significantly higher in fat and being overweight.  (Available empirical data support this.)

7.   It is a fact that grade school children now spend less time (on average) engaging in strenuous physical activity than 10 years ago.  (Available empirical data support this.)

8.  It is a fact that there is a strong negative correlation between grade school children being overweight and spending time engaging in strenuous physical activity.  (Available empirical data support this.)

9.  It is a fact that (on average) whenever grade school children spend less time engaging in physical activity, then they are (on average) less physically fit.  (Available empirical data support this.)

-------------------------------------------------------------------------------------------------

10.  The primary cause of the decrease in physical fitness among grade school children is the increased percentage of fast food/processed food they consume.

Here the view is that the high fat content of fast food has led to overweight children and this in turn has tended to limit their physical activity and thus their physical fitness.  Again we have an abductive argument claiming that the “best explanation” of the decrease in physical fitness among grade school children is fast food/processed food.


As problems become more difficult and solutions less obvious, most typically there will be many differing views and corresponding arguments that will be put forward in response.  As a problem solver, it will be your job not only to offer an argument for your favored solution but also to imagine and consider what competing solutions might be offered.  This may involve the conducting of a “search of the literature” on your part to see what others have argued and/or it might involve an effort of imagination on your part.  In either case, having considered these alternatives your next step is to decide how such alternatives might affect the status of your own argument as the “best explanation.”

In general, there are three possible outcomes to this procedure:

  (i)  You might decide that your view, when matched against its competitors, continues to be the best explanation.  If you decide this is the case, then your next step is to give arguments as to why your view is superior and/or why the competing views are less successful.

 (ii)  You might decide that your view should in some manner be combined with its competitors to create a “hybrid view” that provides an explanation that is better than any of its competitors.

(iii)  You might give up your view and decide to adopt a competing view.  If so, then (as in (i)) you should argue why this new view is superior to its competitors.

In any event, good reasoning in writing and speaking requires that you:

HINT 5.  Imagine and consider the perspectives that others have taken or might take on the issues at hand and either argue against them or incorporate them into your own view.

EX. 3.1-a	I want a pizza.  I can drive and pick it up or have it delivered for free.  I know, however, that my gas tank is near empty.  If I drive, I will have to spend money on gas (more than the tip!).  But I don’t have enough money to buy both pizza and gas.  What do I do?





EX. 3.1-b	I want a pizza 


If I want a pizza I must drive to pick it up or have it


delivered.


So either I must drive to pick up the pizza or I must have


the pizza delivered.


If I drive to pick up the pizza then I must have enough


gas in the car or have enough money to buy both pizza and gas.


I do not have enough gas in the car and I do not have


enough money to buy both pizza and gas.


So I can’t drive to pick up the pizza.


--------------------------------------------------------------------


I will have the pizza delivered.





EX. 3.1-c	Arguments are patterns of reasoning that consist of premises and a conclusion where the truth of the premises is said to offer “good” support for the truth of the conclusion.





EX. 4.1-a	All mammals are warm blooded creatures.


		All dogs are mammals.


		----------------------------


		All dogs are warm blooded creatures.





EX. 4.1-b


��





EX. 4.1-c	All reptiles are warm blooded creatures.


		All fish are reptiles.


----------------------------


     All fish are warm blooded creatures.





EX. 4.1-e


A valid argument is an argument of such a form that if the premises are true, the conclusion must be true.





EX. 4.1-d


�





EX. 4.1-f	All M are P.�		All S are M.�		--------------


All S are P.





EX. 4.1-g


Sound arguments are valid arguments with all true premises.  That is, a sound argument must be (1) a valid argument and (2) all of its premises must be true.





EX.  4.1-h	All mammals are warm blooded creatures.


		All dogs are warm blooded creatures.


		----------------------------


		All dogs are mammals





EX. 4.1-i


�





	EX. 4.2-a


A	--	All S is P		(All Salamanders are Pink.)





E	--	No S is P		(No Salamanders are Pink.)





I	--	Some S is P		(Some Salamanders are Pink.)





O	--	Some S is not P	(Some Salamanders are not Pink.)	





EX. 4.2-b	Aristotle’s Square


�





EX. 4.2-c  --  Obversion





		Categorical Statement				Obverse


	A	All salamanders are pink		No salamanders are non-pink.


	E	No salamanders are pink		All salamanders are non-pink.


	I	Some salamanders are pink.		Some salamanders are not non-pink.


	O	Some salamanders are not pink.	Some salamanders are non-pink.





EX. 4.2-d  --  Conversion





		Categorical Statement				Converse


	A	All salamanders are pink		All pink things are salamanders.


	E	No salamanders are pink		No pink things are salamanders.


	I	Some salamanders are pink.		Some pink things are salamanders.


	O	Some salamanders are not pink.	Some pink things are not salamanders.





EX. 4.2-e  --  Contraposition





	Categorical Statement				Contrapositive


A	All salamanders are pink		All non-pink things are non-salamanders.


							(All non-P is non-S)


E	No salamanders are pink		No non-pink things are non-salamanders.


							(No non-P is non-S)


I	Some salamanders are pink.		Some non-pink things are non-salamanders.


							(Some non-P is non-S)


O	Some salamanders are not pink.	Some non-pink things are non-salamanders.


						(Some non-P is not non-S)			





EX. 4.3-a		All among My favorite things are Pink.


			All Salamanders are among My favorite things.


			--------------------------------------------------------


			All Salamanders are Pink.





EX. 4.3-b		Standard Form Categorical Syllogism





1.  Contains exactly three terms (referring to three kinds of things --  in this case, M = my favorite things, P =  pink things, and S = salamanders);





2.  Each of the three terms appears in exactly two of the constituent categorical statements;





3.  The premise containing the 2nd term of the conclusion (P or predicate term) is listed first.  (And thus the premise containing the 1st term of the conclusion (S or subject term) is listed second, while each of the premises also contains the M or middle term.) 





EX. 4.3-d		Some of My favorite things are not Pink things.


			All of My favorite things are Salamanders.


			--------------------------------------------------------


			Some Salamanders are not Pink.





EX. 4.3-c


Figure 1		Figure 2		Figure 3		Figure 4


	  M   P			  P   M			  M   P			  P   M


	  S    M			  S   M			  M   S			  M   S


	---------			---------			 ---------		---------


	 S    P			  S   P			   S   P			   S   P





EX. 4.3-e


All Sis P		No S is P		     Some S is P	    Some S is not P


�





EX. 4.3-f


��





Ex. 4.3-g	Since a valid argument is an argument having a structure such that if the premises are true, then the conclusion must be true, then all of the “logical information” contained in the conclusion must already be contained in the premises. 





EX. 4.3-h
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EX. 4.3-i


�





	EX. 4.4-a		P  Q  |  P  and  Q


				-------|-------------


				T  T  |        T


				T  F  |        F


				F  T  |        F


				F  F  |        F





EX. 4.4-b
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EX. 4.4-c
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EX. 4.5-a


�





EX. 4.5-b


�





EX. 5.2-a	Joe jumped off Angel Falls and broke his neck.


Sue jumped off Angel Falls and broke her neck.


Fred jumped off Angel Falls and broke his neck.


Jose’ jumped off Angel Falls and broke his neck.


Anna jumped off Angel Falls and broke her neck.


Pat jumped off Angel Falls and broke her neck.


1734 additional persons jumped off Angel Falls


and each one broke his or her neck.


		---------------------------------------------------------


All persons who jump off Angel Falls will


break their necks.





EX. 5.2-c	Inductive arguments can be strong or weak.  If they are strong, they are both evidentially adequate and cogent.  Moreover, if a particular inductive argument is strong, then if its premises are all true, then its conclusion is likely true.  In addition, if the premises of a strong inductive argument are in fact true, then we say that it is a worthy inductive argument and thus an argument where the conclusion is in fact likely true.





EX. 5.3-a	Good Abductive Reasoning (Inference to the Best Explanation) is reasoning that is: 


1.  logically coherent;


2.  reasoning/evidence that allows us to construct explanations that are, in general, simpler, more plausible and more successful (better able to solve our problems of action/reflection) than competing alternatives.
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